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Fig. 1. Left : Captured results from the Holographic Glasses optical bench prototype. The bottom-right numbers indicate peak signal-to-noise ratios. Center :
Captured results from the wearable prototype. Right : Images of the binocular wearable prototype, including a top-down view of one side of the prototype and
side view on a human head. Holographic Glasses can provide full-color 3D holographic images with 2.5 mm thick optics.

We present Holographic Glasses, a holographic near-eye display system with
an eyeglasses-like form factor for virtual reality. Holographic Glasses are
composed of a pupil-replicating waveguide, a spatial light modulator, and
a geometric phase lens to create holographic images in a lightweight and
thin form factor. The proposed design can deliver full-color 3D holographic
images using an optical stack of 2.5 mm thickness. A novel pupil-high-order
gradient descent algorithm is presented for the correct phase calculation
with the user’s varying pupil size. We implement benchtop and wearable
prototypes for testing. Our binocular wearable prototype supports 3D focus
cues and provides a diagonal field of view of 22.8◦ with a 2.3 mm static
eye box and additional capabilities of dynamic eye box with beam steering,
while weighing only 60 g excluding the driving board.
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1 INTRODUCTION
Virtual and augmented reality (VR/AR) systems promise unprece-
dented user experiences for computer graphics applications and
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beyond. A major barrier to widespread adoption of VR technol-
ogy, however, is the bulky form factor of existing VR displays and
the discomfort associated with that [PerkinsCoie 2019, 2021]. This
problem stems from the magnifier principle of VR display optics, in
which a lens enlarges the image of a small microdisplay. This design
necessitates a relatively large distance between microdisplay and
lens, making today’s VR displays bulky and uncomfortable to wear.

The thickness of magnifier-based VR displays can be reduced by
folding its optical path using (potentially holographic) “pancake”
lenses [Bang et al. 2021; Maimone and Wang 2020; Narasimhan
2018] or waveguides [Kress 2020]. Other optical designs have also
been explored to achieve thin displays form factors for VR/AR [Akşit
et al. 2015; Lanman and Luebke 2013; Maimone et al. 2014; Ratcliff
et al. 2020]. All of these approaches, however, are limited: either they
restrict the display to presenting 2D images to each eye, potentially
resulting in visual discomfort [Lambooij et al. 2009], or they offer
only limited image resolution. Thus, no thin VR display exists today
that also supports perceptually important focus cues.
We propose a holographic near-eye display system that offers

2D or 3D image presentation to each eye with a device thickness
of just a few millimeters. Our system builds on recent ideas that
use artificial intelligence techniques to improve the image quality
and accelerate the computation of computer-generated holograms
(CGH) (e.g., [Peng et al. 2020; Shi et al. 2021]). With our design
and experimental prototypes, we hope to stimulate new research
and engineering directions toward ultra-thin all-day-wearable VR
displays with form factors comparable to conventional eyeglasses.

The specific contributions of our work include:

• A full-color 3D holographic near-eye display design with a
thin and lightweight eyeglasses-like form factor that com-
bines a geometric phase (GP) lens, a pupil-replicating waveg-
uide, and a phase-only spatial light modulator (SLM) in a
novel optical layout.
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• Optical bench and wearable prototypes along with experi-
mental demonstrations of 2D and 3D holographic images. The
thickness of our wearable prototype, from the frontal surface
to the SLM plane, is 2.5 mm and the weight of the binocular
wearable prototype is 60 g (excluding the SLM driving board).

• The design and implementation of an algorithmic framework
dubbed Pupil-HOGD for 3D holographic image synthesis with
Holographic Glasses.

• An analysis of the design trade space for Holographic Glasses.

2 RELATED WORK
Thin optics for VR/AR displays. Commercial VR displays are based

on the magnifier principle, where a lens enlarges the image of a
microdisplay to create a virtual image that the user perceives at
some distance [Cakmakci and Rolland 2006; Kress 2020]. Magnifiers
are successful in offering wide fields of view with a large eyebox,
but the large distance between lens and display results in bulky
device form factors. Pancake lenses [Narasimhan 2018] fold the
optical path to reduce this distance and holographic pancake lenses
further reduce the thickness of the optical bulk [Cakmakci et al. 2021;
Maimone and Wang 2020]. Most optical see-through AR displays
also use optical folding, albeit using waveguides. Surveys of the
optical principles underlying VR/AR displays outline further details
of these systems [Cakmakci and Rolland 2006; Kress 2020; Xiong
et al. 2021; Zhan et al. 2020].
Minimizing the thickness of VR/AR displays has been an ac-

tive area of research. Lanman and Luebke [2013], for example, de-
signed thin microlens-based near-eye light field displays. Radcliff
et al. [2020] extended the FOV of these systems using curved mi-
crolenses. Variants of such a design that use pinhole arrays rather
than microlenses have also been proposed [Akşit et al. 2015]. All
of these near-eye light field displays, however, suffer from a spatio-
angular resolution tradeoff that limits the resolution and number
of views compared to other optical designs. Pinlight displays [Mai-
mone et al. 2014] offer a wide FOV and a thin form factor for see-
through AR displays but their resolution is limited by diffraction
introduced by the required liquid crystal display. Lenslet VR com-
bines microlenses with a folded optical path inspired by pancake
lenses [Bang et al. 2021], but this system only offers 2D image
generation capabilities whereas our system additionally aims at gen-
erating 3D images at multiple depths simultaneously. Our approach
is unique in leveraging a holographic near-eye display design to-
gether with a thin waveguide to offer high-resolution 3D images
within a few millimeters of thickness.

Holographic near-eye displays. Near-eye displays based on com-
puter-generated holography have been extensively investigated
in recent years (e.g., [Chakravarthula et al. 2019, 2020; Choi et al.
2021a,b; Glasner et al. 2014; Jang et al. 2018; Maimone et al. 2017;
Padmanaban et al. 2019; Peng et al. 2020; Shi et al. 2021]), as recently
reviewed by Chang et al. [2020]. These works primarily focus on
improving the quality of holographic 2D or 3D images, or on speed-
ing up the algorithm generating the holograms. Instead, our work
addressed the problem of large VR display form factors with a novel
systems design, building on some of the algorithmic advances from
these previous works made. In particular, Gopakumar et al.’s recent

work [2021] allows the optical path from SLM to the user’s eye to
be shortened by removing the need for an optical filter. Our system
incorporates this idea, but further folds the illumination path and
other optical components with the goal of minimizing the thickness
of the display. Similar to other holographic displays, our system
benefits from the ability to support both 2D and 3D imagery with
focus cues at high image resolutions, which is necessary to mitigate
the vergence–accommodation conflict and optimize user comfort in
VR and AR [Lambooij et al. 2009; Shibata et al. 2011].

Near-eye displays with focus cues. Other display architectures
also support focal cues, such as varifocal displays [Dunn et al. 2017;
Konrad et al. 2016; Love et al. 2009; Padmanaban et al. 2017], multi-
focal displays [Akeley et al. 2004; Chang et al. 2018; Liu et al. 2008;
Rathinavel et al. 2018; Rolland et al. 2000], or light field near-eye
displays [Hua and Javidi 2014; Huang et al. 2015; Jang et al. 2017;
Lanman and Luebke 2013]. However, these technologies do not en-
able the thin device form factors our system does or they only offer a
limited resolution. Detailed surveys of near-eye displays with focus
cues include [Hua 2017; Koulieris et al. 2019; Kramida 2015].

3 HOLOGRAPHIC GLASSES DESIGN

3.1 System Components
Holographic Glasses comprise the following core components: a
coherent light source that is coupled into a pupil-replicating waveg-
uide, which provides the illumination for a phase-only SLM that
is mounted on the waveguide in front of the user’s eye. This SLM
creates a small image behind the device, which is magnified by a
thin geometric phase (GP) lens. We describe these components next.

Pupil-replicating waveguide. A holographic near-eye display re-
quires a (partially) coherent light source and an SLM, typically oper-
ating in phase-only mode. Most systems described in the literature
(see Sec. 2) either use a beam splitter cube or off-axis illumination
to create a planar or spherical source wave incident on the SLM.
These designs require a lot of space, which we minimize by using a
pupil-replicating waveguide designed for conventional optical see-
through AR displays. This waveguide is very thin but not designed
to provide planar or spherical waves, which we address by adopting
modern approaches to CGH computation as described in the next
section.

Holographic near-eye display. The phase-only SLM creates a 2D or
3D image at a small distance, which is slightly smaller than the focal
length of the GP lens, behind the physical device (i.e., virtual-mode,
see Supplementary). The SLM is mounted directly on the waveguide
without an air gap to minimize the thickness of the display. This
design is illustrated in Fig. 2.

Geometric phase (GP) lens and polarization control. A GP lens,
also known as a Pancharatnam-Berry phase lens, is a polarization-
dependent liquid crystal (LC) lens that works as a positive lens for
a certain input beam polarization (see Supplementary). Because
such GP lenses tend to be thin and lightweight, several previous
near-eye display designs have been based on GP lenses [Lee et al.
2017; Moon et al. 2020; Yoo et al. 2020]. Nam et al. [2020] presented
a GP lens–based holographic near-eye display and its aberration
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Fig. 2. Holographic Glasses schematic diagram.

compensation method. However, previous works were limited to
AR applications with bulky form factors.

We use GP lenses as the eyepieces of Holographic Glasses. Some
VR headsets adopt Fresnel lenses as their eyepieces [PerkinsCoie
2019, 2021], but we found that the saw-tooth structure of these opti-
cal elements create undesired interference artifacts when used with
coherent light sources. Since most SLMs are also based on LCs and
operate with linearly polarized input light, the polarization should
be carefully considered throughout the optical path. Therefore, we
mount a quarter wave plate (QWP) between the SLM and the GP
lens to transform the linearly polarized input light to right-handed
circularly polarized (RCP) light required by the GP lens. The lens
in turn converts the RCP light to left-handed circularly polarized
(LCP) light.

3.2 Holographic Glasses
System overview. Figure 2 shows the schematic diagram of Holo-

graphic Glasses. Coherent and collimated light with wavelength 𝜆 is
coupled into and travels through a waveguide with thickness 𝑡w and
refractive index 𝑛w. The light is then coupled out of the waveguide
with a converging angle 𝜃c. After the light is polarized at the lin-
ear polarizer (thickness 𝑡p), the light is then modulated at the SLM.
The SLM has pixel pitch 𝑝s, pixel number 𝑁x × 𝑁y, width𝑤s, and
height ℎs. The modulated light travels back towards the user with
a diffraction angle 𝜃s and meets the waveguide again. The grating
will couple some light back into the waveguide (due to reciprocity)
based on the diffraction efficiency, which is designed to be low. The
remaining uncoupled light passes through a QWP with thickness
𝑡q, and is then refracted at the GP lens with thickness 𝑡L and focal
length 𝑓L. The chief rays create a viewpoint at an eye relief of 𝑑e
from the GP lens and offer a horizontal FOV 𝜃v. The eye box 𝑤𝑒

depends on the diffraction angle 𝜃s. 𝑑e, 𝜃v, and𝑤e can be calculated
as follows:

𝑑e = 𝑓L
𝑤s−2𝑛w𝑡w tan(𝜃c/2)

𝑤s + 2𝑓L tan(𝜃c/2)−2𝑛w𝑡w tan(𝜃c/2)
, (1)

𝜃v = 2 tan−1
(
𝑤s − 𝑛w𝑡w tan(𝜃c/2)

2𝑑e

)
, and (2)

Fig. 3. Left : High-diffraction orders (HDOs) in Holographic Glasses. If the
interval of HDO 𝑤h is smaller than the pupil diameter 𝑤p, then the HDOs
should be considered during the phase generation (HOGD). Right : Dynamic
eye box method in Holographic Glasses. The viewpoint can be modified on
the plane by changing the incident light angle (𝜃i).

𝑤e = 2 tan(𝜃s/2)
𝑛w𝑡w 𝑓L + 𝑑e 𝑓L − 𝑛w𝑑e𝑡w

𝑓L
, (3)

where the thickness of the linear polarizer 𝑡p, the QWP 𝑡q, and the
GP lens 𝑡L are neglected. The SLM creates a virtual 3D image located
behind the SLM at a distance 𝑑h. Then the GP lens magnifies the 3D
image and moves it back to the perceivable distance 𝑑i.

Waveguide illumination and phase uniformity. The out-coupled
light has larger-than-normal deviations in phase uniformity based
on differing path lengths through the waveguide, which is difficult
to solve analytically. However, this scrambled phase can be compen-
sated with a camera-in-the-loop (CITL) approach, by calculating the
loss based on the captured image during phase optimization[Choi
et al. 2021a,b; Peng et al. 2020]. The waveguide also scrambles the
polarization, which can be corrected by the linear polarizer in front
of the SLM.

High diffraction orders (HDOs) and dynamic eye box. Holographic
Glasses have two distinct features which are not observed in conven-
tional VR displays. The first one is HDOs. As shown on the left of
Fig. 3, the periodic structure of the SLM pixels creates HDOs which,
in the location of the pupil plane, repeat with an interval𝑤ℎ . If𝑤h
is smaller than the pupil diameter 𝑤p, then we have to consider
HDOs during the phase calculation process (high-order gradient
descent, or HOGD) as introduced by Gopakumar [2021]. When the
HDOs are well separated the user’s eye pupil works as a “natural”
optical filter. When the HDOs are overlapping, then one can use the
pupil-HOGD algorithm (see Sec. 4.2) to create an optimized image.
The second feature stems from the pupil-replicating waveguide.

Since the waveguide is designed to reproduce a light field with a
range of incident light angles (𝜃i), the direction of the entire SLM
illumination can be controlled by the input beam direction. A small
deflection of the input beam results in the dynamic eye box as shown
on the right of Fig. 3. With an additional gaze tracker, the system
could follow the gaze and move around the center lobe by simply
changing the direction of the input beam.

Design trade-offs. Figure 4 shows the design trade space of Holo-
graphic Glasses. As shown in the two left graphs, the FOV 𝜃v gets
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Fig. 4. Design trade space of Holographic Glasses. Left : Field of view (FOV, 𝜃v) vs. SLM size (𝑤s). Larger SLMs at a closer distance (i.e., shorter eye relief 𝑑e)
can cover larger FOV. Center-left : Eye box (𝑤e) vs. SLM pixel pitch (𝑝s). A smaller pixel pitch creates a larger diffraction angle and larger eye box. Center-right :
Eye relief (𝑑e) vs. converging angle (𝜃c). The converging angle of the out-coupled light can make eye relief smaller than the focal length of the eyepiece (𝑓L).
The glasses-form factor should satisfy 𝑑e < 20 mm condition. Right : High-diffraction order interval (𝑤h) vs. SLM pixel pitch (𝑝s). The smaller pixel pitch moves
HDOs away from the center.

larger when the SLM size𝑤s gets bigger, and the eye box𝑤e gets
larger when the SLM pixel pitch 𝑝s gets smaller. So both the FOV
and the eye box are limited by the characteristics of the SLM. To
achieve a wearable form factor, the eye relief 𝑑e should be less than
20 mm, as shown in the center-right graph of Fig. 4. A shorter focal
length of the eyepiece 𝑓L and a larger converging angle 𝜃c are benefi-
cial. Although a short eye relief is crucial for a wearable form factor
and a large FOV, a short eye relief also results in a small eye box and
brings the high orders closer to the center. Additionally, the pupil
works as a Fourier filter with a dynamic aperture based on scene
brightness. If the HDO interval𝑤h is smaller than the smallest pupil
diameter (2 mm, blue region), then the HDOs are always observed
by the user. If𝑤h is within the pupil diameter range (green region),
the HDOs could be perceived by the user based on the pupil diam-
eter. When HDOs are separated enough (>8 mm), then we do not
have to worry about the HDOs or the pupil diameter. Since state-of-
the-art SLMs cannot satisfy this condition, we need a generalized
phase generation algorithm considering the pupil diameter effect
(see Sec. 4.2). This condition can be relaxed with an SLM with a
smaller pixel pitch or by using the scene brightness to control the
user’s pupil diameter.

4 IMPLEMENTATION

4.1 Hardware Implementation
We implemented two Holographic Glasses prototypes — an opti-
cal bench prototype and a wearable prototype. The optical bench
prototype was implemented without the pupil replicating waveg-
uide and used a beam splitter instead to evaluate the effect of the
waveguide and the holographic near-eye display. All captured re-
sults were taken by a FLIR Grasshopper 3 CCD (GS3-U3-123S6C-C,
4,096×3,000, 30 FPS) with a Canon EF 50 mm f/1.4 lens or a 35 mm
f/2.0 lens. Color results are captured as separate exposures for each
wavelength and combined in post-processing.We used 3 laser diodes
(645 nm, 525 nm, 456 nm) for the coherent light source (see Supple-
mentary A.1.1). Although the GP lens works most effectively with
input RHS polarized light, it still introduces a certain amount of
unwanted stray light. Thus, we attached another circular polarizer

Fig. 5. Holographic Glasses prototype photos. Top-left : Optical bench proto-
type. Top-right : Monocular wearable prototype for testing. Bottom: Binocular
wearable prototype used in Fig. 1.

film to the GP lens for both prototypes to mitigate this negative
effect. The total thickness and the weight are listed in Table 1.

Table 1. Weight and thickness of prototype components in g/mm. B and W
denote benchtop and wearable prototype, and BS, WG, and LP mean beam
splitter, waveguide, and linear polarizer, respectively. Note that this table
is for the monocular prototype and the total thickness is from the frontal
surface to the SLM plane including the gaps between components.

GP lens QWP BS/WG LP SLM Total
B 0.7/0.5 5.4/3.2 45/20 4/3.3 10.3/- 65.4/33
W 0.7/0.5 0.0/0.1 10.0/0.8 0.0/0.1 10.3/- 21.0/2.5
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4.1.1 Optical bench prototype. The top-left photograph of Fig. 5
shows the optical bench prototype, which is composed of a HoloEye
SLM (LETO-3, 1,920×1,080, 𝑝s=6.4 µm), a Thorlabs 1-inch linear po-
larizer (LPVISE100-A), a Thorlabs beam splitter (BS016), a Thorlabs
achromat QWP (AQWP10M-580), and an Edmund Optics GP lens
(34-464, 𝑓L=50 mm). All optical components are carefully aligned
with a 3D-printed holder. The total weight without the 3D printed
part and the SLM driving board was 65.4 g, and the thickness from
the frontal surface to the SLM plane was 33 mm, including small
gaps between optical components. Note that our optical bench pro-
totype is substantially smaller than previous benchtop prototypes
because of the GP lens and the virtual-mode holography.

4.1.2 Wearable prototype. The top-right photograph of Fig. 5 shows
the monocular wearable prototype. The incident light angle 𝜃i is
controlled by a mirror in front of the in-coupler. We used basically
the same optical components of the bench prototype but facilitated
a thinner form factor. The wearable prototype is composed of the
same SLM, a Thorlabs dichroic film linear polarizer (LPVISE2X2), a
Dispelix pupil replicating waveguide (DPX 50), an Edmund Optics
film-type QWP (WP140HE), an Edmund Optics GP lens (14-778,
𝑓L = 35 mm). The total weight of the monocular wearable prototype
without the 3D printed part and the SLM driving board was 21.0 g.
The bottom photograph in Fig. 5 shows the binocular wearable pro-
totype used in Fig. 1 and the total weight of the binocular wearable
prototype𝑤𝑖𝑡ℎ the 3D printed part and the temples was 60 g. The
thickness from the frontal surface to the SLM plane was 2.5 mm.

4.2 Software Implementation
The phase holograms to display were synthesized with the HOGD
and HOGD-CITL algorithms [Gopakumar et al. 2021], which are
built on the SGD and CITL algorithms proposed by Peng et al. [2020].
The key is to model the propagation of high diffraction orders to
enable high image quality without optically filtering out high orders.
This HOGD propagation, as detailed in Eq. 4, is crucial for realizing
a high image quality when the pupil collects light from multiple
diffraction orders. In these equations, 𝜙 is the SLM phase pattern,
𝑝𝑠 is the SLM pixel pitch, 𝛼 is the set of orders to be optimized, 𝜆 is
the wavelength, 𝑧 is the distance between the SLM and target plane,
and𝑀𝑝 is a pupil mask.

𝑢 (𝜙 ; 𝑧) =
∬

𝑈 (𝑓𝑥 , 𝑓𝑦 ;𝜙)𝐴(𝑓𝑥 , 𝑓𝑦 ; 𝑧)𝑒𝑖2𝜋 (𝑓𝑥𝑥+𝑓𝑦𝑦)𝑑 𝑓𝑥𝑑 𝑓𝑦,

𝑈 (𝑓𝑥 , 𝑓𝑦 ;𝜙) =
∑︁

𝑖, 𝑗 ∈𝛼
F {𝑒𝑖𝜙 }

(
𝑓𝑥 + 𝑖

𝑝𝑠
, 𝑓𝑦 + 𝑗

𝑝𝑠

)
,

𝐴(𝑓𝑥 , 𝑓𝑦 ; 𝑧) = H(𝑓𝑥 , 𝑓𝑦 ; 𝑧)𝑆𝑖𝑛𝑐 (𝜋 𝑓𝑥𝑝𝑠 )𝑆𝑖𝑛𝑐 (𝜋 𝑓𝑦𝑝𝑠 )𝑀𝑝 (𝑓𝑥 , 𝑓𝑦)

H (𝑓𝑥 , 𝑓𝑦 ; 𝑧) =
{
𝑒𝑖

2𝜋
𝜆

√
1−(𝜆𝑓𝑥 )2−(𝜆𝑓𝑦 )2𝑧 , if

√︃
𝑓 2𝑥 + 𝑓 2𝑦 < 1

𝜆
,

0 otherwise.
.

(4)

In these equations,𝑢 is the propagated wavefront,𝑈 is the frequency
representation of the SLM wavefront with high orders, 𝐻 is the
ASM kernel in the frequency domain, and 𝐴 is this ASM kernel
with attenuation due to the pixel pitch of the SLM and the aperture
of the pupil. The aperture of the pupil is accounted for with the
masking term,𝑀𝑝 , which extends the HOGD algorithm [Gopakumar
et al. 2021] to an algorithm we call Pupil-HOGD. In this algorithm,

Fig. 6. Dynamic eye box capability experiment in the wearable prototype.
The entire illumination direction can be controlled by a folding mirror
located on the top right, which results in shifting the viewpoints at the eye
relief plane. Note that this is the superposition of 3 captured images for the
left-most, center and right-most dynamic viewpoints, showing a net 8 mm
horizontal eye box at the 35 mm eye relief plane.

the pupil mask,𝑀𝑝 , enables phase patterns to be optimized while
accounting for the wavefront filtering that is performed by the pupil.
Here, pupil filtering is modeled for the case that 𝑑𝑒 = 𝑓𝐿 , where a
pupil, with a diameter of𝑤𝑝 , acts as a circular filter in the Fourier
domain with a diameter of𝑤𝑝/(𝜆𝑓𝐿). With this, the pupil aperture
can be modeled simply by constructing the mask 𝑀𝑝 to be 1 for
frequencies inside this circular filter and 0 otherwise.

Beyond modeling the pupil aperture, our work extends the HOGD
and HOGD-CITL algorithms to generate phase patterns for RGBD
content using the masked multiplane loss from Choi et al. [2021a] as
outlined in Eq. 5. In these equations, 𝑎target is the target amplitude
and 𝐷 (𝑥,𝑦) is the target depth map. The desired scene is decom-
posed over 𝐽 target planes using masks𝑚 ( ·) , that are generated by
quantizing the target depth map to the nearest depth 𝑧 ( ·) , in the
multiplane decomposition

argmin
𝜙,𝑠

𝐽∑︁
𝑗=1




(𝑠 · ���𝑢 (
𝜙 ; 𝑧 ( 𝑗)

)��� − 𝑎target
)
◦𝑚 ( 𝑗)




2
2

𝑚 ( 𝑗) (𝑥,𝑦)=
{
1, if | 𝑧 ( 𝑗)−𝐷 (𝑥,𝑦) |< | 𝑧 (𝑘)−𝐷 (𝑥,𝑦) | ,∀𝑘≠ 𝑗

0, otherwise

(5)

Minimizing this objective produces phase patterns to display desired
3D content. For the multiplane HOGD algorithm, this objective is di-
rectly optimized with the Adam optimizer in Pytorch. As discussed
by Gopakumar et al. [2021], the HOGD-CITL algorithm enhances
this optimization by pairing the gradients of the simulated prop-
agation with captured outputs of the holographic display. These
algorithms are run on an Nvidia RTX3090 graphics card with alter-
nating optimization steps for content at each target plane to limit
memory usage. The calculation time of a single phase pattern gen-
eration with SGD-CITL and HOGD-CITL for 500 iterations was
10 minutes and 20 minutes with the PC, respectively.
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Fig. 7. Top: Simulated comparisons of image quality produced with different
computer-generated holography algorithms for a range of different pupil
sizes and two different SLM pixel pitches. Here𝑤ℎ indicates the pupil size at
which the high orders start to be captured by the pupil. For the smaller pixel
pitch, 𝑤ℎ is increased. For both pixel pitches, our Pupil-HOGD algorithm,
which models the pupil aperture, produces the best image quality at all
pupil sizes. Bottom: The simulated images of the various algorithms with a
5 mm pupil diameter and 3.2 µm pixel pitch.

5 DISPLAY ASSESSMENT

5.1 Display Characteristics
The FOV of the benchtop prototype and wearable prototypes were
16.1◦ and 22.8◦ diagonal, respectively. The static eye box of each
prototype was 3.4 mm and 2.3 mm. The dynamic eye box of the
wearable prototype was measured from the top with a 1 mm grid
diffuser. Figure 6 shows the superposition of captured images for left-
most, center, and right-most dynamic viewpoints in the wearable
prototype. By tilting the folding mirror based on the user’s gaze,
the dynamic viewpoints can cover 8 mm horizontal eye box at the
35 mm eye relief plane, as shown in the close-up photos. The mirror
part can be minimized with a lens shifter or multiple laser diodes in
front of the in-coupler.

5.2 Pupil-HOGD algorithm
Figure 7 shows simulated comparisons of image quality produced
with different computer-generated holography algorithms for dif-
ferent pupil sizes. For both pixel pitches, the novel Pupil-HOGD
algorithm, which models the pupil aperture, produces the best im-
age quality at all pupil sizes. When the high orders are captured
by the pupil, the HOGD algorithm performs second best because
it can optimize these high orders but does not properly model the
partial filtering of these orders due to the pupil. The SGD algorithm

performs third best when the high orders are captured since it can
utilize the full central order but cannot model the high orders. No-
tably, even when the pupil completely filters out the high orders,
the SGD algorithm has limited performance because it does not
model the partial filtering of the central order. The double phase
amplitude coding (DPAC) algorithm performs well when the pupil
size is small because it concentrates its signal in low frequencies and
sends unwanted light to high frequencies, but performs the worst
when the pupil is large.

5.3 Captured Results
We captured 2D and multi-plane 3D results with the benchtop and
wearable prototypes. Since the size and the aperture of the camera
lens do not exactly match a human pupil, we tested two algorithms:
SGD and HOGD. The lens aperture was open wide to test the effect
of HDOs. The focus was at 1.5 m for 2D results. The phase patterns
were optimized with CITL. Figure 8 shows the captured benchtop 2D
and 3D results. The 2D image quality and the color representation
were very good considering the small form factor of the benchtop
prototype. The red arrow shows the artifact because of the stray light
from the SLM due to the GP lens loss. The HOGD-CITL algorithm
presented better image quality and higher contrast, as expected.

Figure 8 shows capturedmulti-plane 3D results from the benchtop
prototype. The house, duck, angel, and leopard scenes are located
at 50 cm, 80 cm, 1.5 m, and 3 m from the camera, respectively. The
results show correct in-focus images in the different planes which
can induce the user’s accommodation reflex. However, the out-of-
focus blur was different from the natural blur. This can be optionally
improved with additional regularization of the out-of-focus regions,
as discussed in [Choi et al. 2021a].
The 2D results from the wearable prototype showed worse im-

age quality and contrast, as shown in Fig. 1. It is mainly because
of the scrambled phase of the waveguide illumination. Even with
the limited image quality, our wearable prototype showed the first
captured holographic display results with a scrambled-phase illu-
mination. Further, the mismatch between the waveguide and the
implemented coherent light source provides non-uniform illumina-
tion in amplitude, which could be improved with a different grating
design.

6 DISCUSSION

6.1 Limitations and Future Work
Field of view (FOV). The implemented FOV of the wearable pro-

totype was 22.8◦ diagonal, which is far smaller than commercially
available VR/AR displays. However, the FOV was mainly limited
by the size of the available SLM and the focal length of the GP
lens, both of which could be improved with different components.
For example, the focal length can be halved without significantly
increasing the total thickness by stacking two identical GP lenses
and a circular polarizer [Moon et al. 2020]. With a 2-inch SLM and
a 15 mm focal length GP lens, we could achieve a monocular FOV
of up to 120◦.

Eye box. The static eye box of the holographic glasses is mainly
determined by the pixel pitch of the SLM. It is inversely proportional
to the pixel pitch, and a sufficient eye box for a single user (4∼8 mm)
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Fig. 8. Top: Captured 2D results from the optical bench prototype with the
HOGD-CITL algorithm. The red arrow shows the artifact due to the GP lens
loss. The close-up photo shows the comparison of HOGD-CITL and SGD-
CITL. Center/Bottom: Captured multi-plane results from the optical bench
prototype with 50 cm (Center) and 3 m (bottom) focus settings. The house
and leopard scenes are located at a distance of 50 cm and 3 m, respectively.

can be achieved with a 1∼2 µm pixel pitch. Compared to the 3.74 µm
pixel pitch of Holoeye’s 4k GAEA SLM, that condition requires
additional engineering efforts. However, the dynamic eye box tech-
nique could successfully address this challenge. The dynamic eye
box range is not limited by the pixel pitch but is determined by the
material and thickness of the waveguide. Unlike previous dynamic
eye box approaches based on Maxwellian view displays, [Jang et al.
2018, 2017; Kim et al. 2019], Holographic Glasses create a relatively
wide static eye box, so we do not have to precisely redirect the view-
point to the pupil center at all times. Also, the required moving part
is smaller than that used in the previous work. The input beam di-
rection could be controlled by a fast steering mirror or a lens shifter
in front of the in-coupler, which relieves the system requirements.
For example in our wearable prototype, the 20◦ saccade requires
5.3◦ steering of the input beam within 50 ms saccadic suppression
[Ibbotson and Cloherty 2009; Matin 1974], so the required angular

velocity of the mirror would be 103◦/s. The state-of-the-art fast
steering mirror satisfies this requirement by a large margin. Finally,
the waveguide has less angular selectivity and can cover a wider
range of input 𝑘-vectors than the holographic optical element image
combiners. The maximum incident light angle 𝜃i,max is determined
by the waveguide refractive index and the thickness 𝑡w, and it is
usually enough to cover the user’s eye movement.

Wearable prototype image quality. In this paper, we used a com-
mercially available diffractive optical element-based waveguide
which is designed for incoherent AR displays. It provides non-
uniform illumination as well as a somewhat scrambled phase, which
degrades the quality of wearable prototype results in Fig. 1. This
could be improved by extracting the illumination intensity and
phase map using CITL model training [Choi et al. 2022, 2021a; Peng
et al. 2020], but is out of the scope of this paper. With a waveguide
designed for Holographic Glasses, the image quality of the wearable
prototype could be improved. One can design a holographic optical
element–based waveguide with a converging output beam (𝜃𝑐 > 0)
as presented by Maimone and Wang [2020], which can also present
higher efficiency with the wavelength matching. Further, we pre-
sented only 2D results from the wearable prototype. However, the
same techniques used for the benchtop prototype could be used to
create 3D results in the wearable prototype since the waveguide
would not change the principle. Further, the 2D image plane dis-
tance is not a designed parameter but a certain (1.5 m) distance that
we chose during the experiment, which shows that the generated
phase pattern can form a holographic image in the desired plane.

Pupil diameter measurement and control. The pupil-HOGD algo-
rithm is the correct way to deliver crisp holographic images to the
user’s eye. However, precise measurement of the pupil diameter
may be necessary to achieve the best image quality. A commer-
cially available infrared gaze tracker can capture and measure the
pupil diameter. However, the pupil diameter is also modified by
the scene intensity, due to the pupillary reflex [Watson and Yellott
2012]. For example, if the target scene is much brighter than the
previous frame, then the pupil-HOGD would not work since the
new frame will reduce the pupil size. On the other hand, we do
not have to precisely measure the user’s pupil diameter every time,
if we can calibrate the user’s pupillary reflex as a function of the
scene intensity. Previous research papers including [Pamplona et al.
2009] have introduced a physiologically-based model for pupil light
reflex. This model can be calibrated once per user and integrated
into the pupil-HOGD as a function of the scene brightness for an
optimized viewing experience. And finally, the simulated results
show that the Pupil-HOGD with less than 0.5 mm pupil diameter
error always provides better image quality than the naive HOGD
algorithm, which significantly relaxes the required accuracy and
latency (see Supplementary C.2).

System integration. In this paper, we only covered monocular
results. Real-time phase pattern calculation was not implemented,
but maybe possible as discussed in the literature, e.g. [Peng et al.
2020; Shi et al. 2021]. Speckle could also be reduced, for example
with partially coherent light sources [Peng et al. 2021]. The eye
tracking system and pupil diameter measurement system were not
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integrated into the prototype. The 3-color coherent light source
can be minimized and included in a small form factor with further
engineering efforts. Such efforts, however, are outside of this paper’s
scope.

6.2 Conclusion
In this paper, we presented a 3D holographic near-eye display in a
glasses form factor. Holographic Glasses is based on a novel optical
design combining a GP lens, a pupil replicating waveguide, and a
virtual-mode holographic display. With an idea utilizing the user’s
pupil as a natural Fourier filter as well as the Pupil-HOGD algorithm
considering the HDOs and the pupil size, a true glasses-form factor
holographic VR was presented for the first time.
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